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Abstract—Reverberation chambers are attractive electromag-
netic compatibility test facilities, both economically and technically.
Careful design and analysis of these facilities are important, if the
results obtained are to be treated with a high level of confidence.
Numerical modeling is an important part of the process of rever-
beration chamber design and analysis. Hence, it is important that
the modeling techniques to be used are appropriately validated.
Much of the published work to date takes either a statistical or a
deterministic view of validation. This paper provides validation ev-
idence for a low-resolution transmission line matrix (TLM) model
of a reverberation chamber in a manner approximating the way
in which the chamber is used, i.e., validating based on the effects
of a simple device under test. A variety of statistical and heuristic
approaches have been used to quantify the level of agreement, in-
tending to set the likely lower bound for the quality of comparisons
between simulations and measurements. While not drawing any
“universal” conclusions about the veracity of the TLM technique,
the paper concludes that a relatively simple model of a reverbera-
tion chamber provides a useful analysis of the chamber with close
comparisons between modeled and measured data.

Index Terms—Mode-stirred chamber, reverberation chamber,
test facilities, transmission line matrix (TLM), validation.

I. INTRODUCTION

R EVERBERATION chambers are increasingly popular as
electromagnetic compatibility (EMC) test sites because

of their ability to provide a statistically uniform field within
a relatively large volume, to generate high-peak fields from
comparatively modest input powers, to isolate the test envi-
ronment from a potentially noisy ambient environment, and to
provide a lower cost alternative to anechoic chambers or open-
area test sites. Clearly, these benefits can deliver both technical
and economic advantages to industry and academia. However,
the operational benefits of the chambers can only be maximized
when their behavior is well understood. This understanding can
be obtained through experimentation, and through mathemati-
cal analysis and modeling. This paper is concerned primarily
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with the validation of modeling results against experimental
data. Validation can be undertaken at the level of validating the
general performance of a technique, the implementation of this
technique into a package or the manner in which this implemen-
tation has been used to model specific systems [1]. This paper
is primarily interested in the quality of comparison between a
relatively low-resolution transmission line matrix (TLM) model
and measurements. Models are intended to reflect only the as-
pects of a system of interest in order to permit decisions to
be made effectively about systems that would be overcompli-
cated, or which would have unrealistic time and memory im-
plications, if represented in “perfect” detail. The output from
these simulations permits the construction of cognitive models,
which, in themselves, facilitate reasoning about more compli-
cated systems. Hence, the objective of validating these models
is to determine when a model is good enough and not when it
is “perfect,” effectively “satisficing” [2] rather than maximizing
agreement.

A. Modeling and Validation

One validates a modeling technique or implementation so
that it can be used to investigate questions that either cannot be
answered directly by measurement, or which would be expen-
sive to answer by experimentation. Some important problems
for reverberation chambers are to determine the lowest useable
frequency (LUF), or the converse of determining the specific
dimensions of a chamber for a specific application [3]; to gain
a better appreciation of the significance of results for emerging
applications, such as antenna tests [4], or to test rules-of-thumb
used in experimental design [5].

One of the most widely referenced papers on the use of model-
ing for the optimization of reverberation chambers is [6], which
used finite-difference time domain (FDTD) in 2-D to show that
a large mechanical stirrer produces a better result. A further
study with FDTD that aims to decouple models from cham-
ber Q-factors is [7]. Here, modeled results and measurements
were compared directly when the Q-factor losses were added
in as a post processing stage. These results showed a fair level
of agreement with very good amplitude agreement, but notable
differences in the individual features.

A further application of FDTD was used to show a good
agreement with published results for frequency stirring [8].

Other techniques that have been used to model reverberation
chambers include the boundary element method (BEM), whose
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relative advantages and disadvantages are discussed in [5],
where statistical parameters are extracted and compared with
measurements, showing good agreement, and TLM where [9]
compares a number of models with measurements.

This is not an exhaustive list of modeling references, nor it is
intended to be. A broader review of recent work can be found
in [10], which provides a thorough review of the reasons for
performing simulations. What has been illustrated is that there
is a growing body of work in this field.

However, with this growing body of modeling results comes
some further questions about how to actually perform the com-
parisons required for validation. For example, [10] suggests that
the use of statistics to validate models may mask the real per-
formance of the chamber because the authors claim that it is
relatively easy to get statistically excellent agreement even if
there is total disagreement between field simulations and mea-
surements. It is suggested that this leads to the need to perform
direct comparisons against measured near fields “without further
data processing or statistical analysis.” However, it does not take
into account the reasons for validating; if the aim is to use the
reverberation chamber to give a known statistical distribution,
then a statistical analysis is required. The implication of this is
the need to be careful about what is being validated and why.

Another issue about the veracity of statistical analyses comes
in [4], where the authors look to determine the effective number
of independent samples from a given number of observations
under the assumption that the average power is normally dis-
tributed. However, the assumption of Gaussian distribution may
not be correct, which will lead to the determination of the error
levels not being correct.

One of the most important observations in support of a sta-
tistical approach is in [3], which notes that because the received
signals are dependent on neither the antenna orientation, nor
on the antenna gain, it is logical to consider the operation of
the chamber statistically with the fields having a Rayleigh or
Rice distribution. In fact, [3] does suggest that the real answer
to understanding reverberation chambers is not an either/or de-
cision with statistical representations and direct results but a
combination of both.

Another important aspect of the validation process, in addi-
tion to the balance between direct and statistical comparison, is
what to measure. It is common to take field measurements at a
point, or a number of points. However, [3] notes that care must
be taken when looking at fields at points (particularly at the
corners and the center of a working volume) because they may
not be representative of where an EUT is placed. This provides
a good reason for looking at all of the space in the chamber and
for introducing a test object as well. Some support for this view
can be seen in [11], where some difficulties were noted in the
modeling of a loaded chamber, suggesting that the modeling of
a loaded chamber is an important step in the validation of rever-
beration chambers. More recent investigation into the behavior
of loaded chambers [12] raises a number of questions about the
effects of loading, including the relationship between the metrics
developed and the standard deviation of the fields. Investigation
of these issues is well suited to a modeling approach, providing
there has been some validation of the model. Additionally, [13]

notes the disruptive effect that measuring devices can have on
local fields.

Clearly, there is a debate about the relative benefits of using
a statistical versus a direct approach for validation, how much
detail is required, and whether there is a better (or best) modeling
technique.

The underlying assumption of this paper is that it is important
to validate using approaches close to the manner of taking mea-
surements in practice, including the introduction of a test object.
In order to quantify the comparisons, a number of techniques
are presented and compared. These are:

1) augmented visual approaches using scatter plots and box
plots (Augmented indicates that this is in addition to the
data as presented with respect to frequency);

2) statistical metrics based on correlation, parametric and
nonparametric tests;

3) heuristics techniques, particularly feature selective valida-
tion (FSV).

These approaches will be reviewed and applied in Section IV.

B. Test Chamber

The chamber used for this validation exercise was 5 m ×
2.95 m × 2.36 m (x-, y-, z-axis) giving a lowest useable fre-
quency of approximately 180 MHz [14]. The stirrer design con-
sisted of two 1 m square vanes set at 45◦. The height of the
vanes was alterable, and the stirrer was set as close to the corner
of the chamber as possible, thus maximizing the “uncluttered”
volume, containing the working volume. Using the approach
discussed in [11], the stirrer can only be regarded as electrically
large above approximately 300 MHz. There are, therefore, some
regions of particular interest during validation:

1) f < 180 MHz (below lowest usable frequency);
2) 180 MHz < f < 300 MHz (electrically small stirrer);
3) f > 300 MHz (electrically large stirrer).
Measurements and simulations were performed between 50

and 500 MHz. The lower frequency being well below the mini-
mum usable frequency and the upper value was, thus, above the
transition to an electrically large stirrer.

The simulations were undertaken using a commercial TLM
solver with the chamber described by a parallelpiped of the
aforementioned dimensions with the stirrer shaft permanently
located. The TLM method [15] was chosen over methods such
as FDTD for this study because it is a technique that the authors
have used successfully for previous reverberation chamber sim-
ulations (e.g., [9]) and investigating how simple an acceptable
model could be is an important extension of this work. The
vanes were included separately so that they could be rotated
between simulations. Fig. 1 illustrates the practical setup and
Fig. 2 shows the plan view.

This chamber was used to produce field strength measure-
ments at the center of the “uncluttered” volume (the “output
point” of Fig. 2) and electric field throughout the chamber at
specific frequencies (100, 200, 300, 400, and 500 MHz). In
these cases, no further objects were introduced into the model.
Further, it was used to model the currents at specific positions
along a wire.
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Fig. 1. Illustration of stirrer design.

Fig. 2. Plan view of chamber showing layout.

The maximum cell size was 6 cm, giving a maximum fre-
quency of 500 MHz (using the rule-of-thumb of allowing ten
nodes per minimum wavelength). Metallic elements were in-
cluded in the model using finite conductivities (approximately
7 × 10−7 S·m−1). Where wires were introduced and at the lo-
cation of the stirrer, the node size was reduced to 1 cm, these
reductions applied along the plane, giving a maximum nodal
aspect ratio of 6 : 1. Each of the stirrer positions was modeled
separately, i.e., the results presented later in this paper are an
amalgam of the separate simulations. Hence, in order to allow
the suite of simulations to be run in an acceptable time, arbitrar-
ily chosen as approximately one working day on the available
computer (a 1.7-GHz Pentium IV with 512 MB of RAM), a run
length of 8000 iterations was chosen (each simulation requiring
20 min). It should be noted that these choices have the potential
to introduce noticeable errors because of the following factors.

1) The resolution of the stirrer has a high level of granularity,
particularly when it is considered that the vanes are not
parallel with any of the axes for most of the time, giving a
marked step-like model compared to a smooth real stirrer.
Any further reduction in the node size to improve the
resolution would be accompanied by an increase in run
time, and because the models are required to test the effects
of a number of parameter changes, any decision to increase
the run time is potentially expensive.

2) The choice of 8000 iterations will only allow the fields
to partially decay, resulting in some imprecision of the
results. However, in order to allow the fields to decay
to a vanishingly small amount allowing a more accurate
frequency response, each simulation would have to run
for 600 000 steps, which would have a huge impact on the
run time.

3) Both measurements and simulations used 20 stirrer steps
over half a revolution: the stirrer is rotationally symmet-
rical. A more practical implementation would use more
stirrer steps, typically 200, which would increase the run
time but reduce the potential for locational errors.

4) In the actual measurements, a bilog antenna was used, but
a line impulse excitation was used in the models to reduce
the burden on the simulations.

Hence, with these limitations, it is important to identify
whether the models are “fit for purpose,” particularly consid-
ering that if all the (200) stirrer positions were modeled with a
run time close to ideal, even without an increase in spatial res-
olution, the total run time requirement would be approximately
200 days! It should be noted that this simulation was impulse
excited, allowing the question “after how many iterations is the
frequency response good enough?” to be asked. A total of 8000
iterations was a value that showed the resonances starting to
form and appear as distinct entities. Accurate and precise mod-
eling (such as [16]) would require several hundred thousand
iterations to allow the fields to decay (if impulse excited) or to
achieve stability, if continuous wave (CW) excited (as in [16]).
However, it is worth restating that the purpose of this paper is to
determine whether a set of known assumptions can be applied to
the modeling, and still provide results that are “good enough,”
as, perhaps, a precursor to a more accurate, but substantially
more time-consuming full study.

C. Overview of Paper

This paper is interested in the validation of TLM modeling
of a reverberation chamber against experimental results. This
introductory section has reviewed some of the current body of
knowledge, and in doing so, has noted that there is no generally
accepted means of undertaking the validation with some authors
favoring purely statistical means and others direct comparison.

The next section looks at field measurement validation using
the stirring ratio both at a point and throughout the chamber
volume. This is followed by the comparison of measured and
modeled currents on a test object and a section on the quanti-
tative analysis of the results, where representative results from
the two sections are compared with visual assessment using
statistical and heuristic techniques. The paper finishes with a
discussion and conclusion, including an overview of the signif-
icance of this research.

II. STIRRING RATIO

The purpose of mode stirring is to move the field profile—
the peaks and nulls—around the chamber. A simple method for
measuring this is the stirring ratio. The stirring ratio is the ratio
of the minimum (EMIN ) to maximum (EMAX ) electric field
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TABLE I
COMPARING THE STIRRING RATIOS PRODUCED IN

THE REAL AND SIMULATED CHAMBERS

strength measured at a defined point within the chamber over
one revolution of the stirrer. Hence, the stirring ratio (SR) is

SR (dB) = −20 log10
EMIN

EMAX
. (1)

While this measure is becoming less popular in formal tests,
it still proves useful in quantifying the ability of the chamber
to stir the modes as a function of frequency. It also provides
some insight into the potentially worst case agreement between
models and measurements because of the need to take ratios.
As such, it is representative of many tests carried out in the
reverberation chamber that require ratios to be taken, such as
shielding effectiveness measurements.

As the stirrer rotates, the ability to locate a mode and null at
a particular location is reflected in the stirring ratio. A stirring
ratio that is uniformly high throughout the volume is indicative
of efficient stirring in the chamber.

For each of the stirrer steps, the electric field was measured at
an output point precisely in the center of the uncluttered volume,
as indicated in Fig. 2. The electric field was similarly measured
in the real chamber at the output point for each stirrer step.

To be able to compare simulations and experiments for one
optimization task, the vane height was varied, and the results
calculated for each (the stirrer height being calculated from the
floor of the chamber to the top of the vane). The stirrer height
varied between 0.88 and 2.08 m in 0.2 m increments and the
stirring ratio calculated for both measurements and simulations,
thus requiring seven sets of simulations, which required a few
days of simulations compared to the several years that would
have been required if the simplifications in Section I-B had not
been implemented. To observe the general trend in these results,
the mean stirring ratio responses between 200 and 500 MHz
were calculated and compared in Table I, thus ignoring the
frequency range below the minimum working frequency.

Table I shows that there is demonstrable consistency between
the results, suggesting that the simulated chamber is an accept-
able representation of the actual chamber.

To test the assertion of whether the central output point was
representative of the results for the entire chamber, the stirring
ratio was calculated for every point within the chamber across
all the chamber’s frequency regions at five different frequencies
(100, 200, 300, 400, and 500 MHz) and for each of the seven
vane heights. The implication of the lack of representativeness
is that a larger number of comparisons would be required to

TABLE II
SHOWING HOW THE MEAN OF THE STIRRING RATIO (DECIBELS) IN THE ENTIRE

CHAMBER CHANGES WITH VANE HEIGHT AND FREQUENCY

TABLE III
SHOWING HOW THE STIRRING RATIO AT THE CENTER

POINT CHANGES WITH VANE HEIGHT

TABLE IV
SHOWING THE DIFFERENCES BETWEEN THE STIRRING RATIOS OVER

THE ENTIRE CHAMBER AND AT THE CENTER POINT

demonstrate validation of the model. The mean stirring ratio
across the entire chamber was then calculated. The results are
displayed in Table II, and the results for the central output point
are displayed in Table III.

As can be seen by comparing Tables II and III, the stirring
ratio at the central output point appears to be a representative
of the mean stirring ratio for the entire chamber. The difference
between the two was calculated, and is shown in Table IV.

The results shown in Table IV indicate that the stirring ra-
tio results obtained from the central output point are, indeed,
acceptably close to the mean stirring ratio in the entire cham-
ber. Also, this central point can be used to calculate the stirrer
efficiency over the entire frequency range and not just at spe-
cific frequencies. Therefore, this point can be used to gauge
the effect of variations, such as the stirrer height, on the stir-
ring ratio within the chamber, and hence, the likely impact on
measurements. The upshot of this is that the comparison at the
central point should be sufficient to provide a reasonable level of
confidence in the overall quality of comparison between mod-
els and measurements. This is illustrated in Figs. 3 and 4 for
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Fig. 3. Comparing the chamber and simulation results for a vane height of
0.88 m. The solid line is the measured results, and the dashed line is the simulated
results.

Fig. 4. Comparing the chamber and simulation results for a vane height of
1.48 m. The solid line is the measured results, and the dashed line is the simulated
results.

stirrer heights of 0.88 and 1.48 m, which shows the stirring ratio
results above the minimum working frequency. As can be seen,
there is an encouraging level of correlation between the real and
simulated chamber results.

It should also be noted that while the general resolution of
these diagrams is quite low (due to the column width limita-
tions), they are presented in the manner that they would normally
be viewed, with a more detailed subdomain analysis following,
if required, in the investigation of specific anomalies.

This section has provided some indication that there is a rea-
sonable level of agreement between models and measurements
in the three frequency zones mentioned earlier using field-based
measurements. The next section looks at the effects of adding a
test object into the chamber.

III. ADDING A TEST OBJECT

In order to compare the simulated and measured performance
of the chamber with a test object in place, a wire was added to
the simulation to represent a cable under test. This cable was
1-m-long wire with output points (at which the currents were
measured) at 0.1-m intervals. This test cable was placed such
that its center was in the center of the “uncluttered volume”
and its axis was aligned with the x-axis of the chamber. This
configuration is shown in Fig. 5.

Fig. 5. Showing the orientation and location of the wire simulated in the
chamber.

Fig. 6. How the simulated current at point 7 on the wire oriented in the
x-direction varies with frequency and stirrer position. Solid line is stirrer position
0, and dashed line is stirrer position 9.

Fig. 7. Comparing the mean current obtained at point 1 for the real and
simulated wires. Solid line is simulated, and dashed line is measured.

The currents on the cable were simulated over one stirrer
revolution and measured for the frequency range 50–500 MHz,
spanning the three zones discussed earlier.

Fig. 6 verifies the effect of the stirrer on the current at any
point along the cable: this figure shows point 7 (i.e., midway
between the center and the end nearest to the stirrer).

A comparison of modeled and simulated results is presented
in Figs. 7 and 8, which show the normalized mean current at
point 1 (end of the wire) and point 5 (center), respectively.

These figures show reasonably close agreement between the
measured and simulated results over the entire frequency range.
It is particularly reassuring to note the agreement of the features
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Fig. 8. Comparing the mean current obtained at point 5 for the real and
simulated wires. Solid line is measured, and dashed line is simulated.

Fig. 9. Comparing the current ratios obtained from the real and simulated
results at point 1. Solid line is measured, and dashed line is simulated.

in Fig. 7 at frequencies of 200 and 350 MHz, and in Fig. 8, at
280 MHz. However, just considering the mean current at a point
does not provide a complete representation of the results, as
the maximum and minimum currents, and hence, the maximum
and minimum field strengths to which the wire is subjected,
need to be taken into account. This amplifies the spread of
values, giving some measure of the likely worst case agreement
between models and measurements. To examine more closely
the effect of the maxima and minima, a “current ratio” (IR) was
obtained for each point over the frequency range. The current
ratio was defined as the ratio of minimum (IMIN ) to maximum
(IMAX ) current for each point, as obtained over one rotation of
the stirrer, for all frequencies in the range [as noted in (2)]

IR (dB) = −20 log10
IMIN

IMAX
. (2)

The simulated and measured current ratio for three points 1, 5,
and 7 are compared in Figs. 9–11. In each case, the current ratios
appear to agree within 5 dB of each other, as indicated in Fig. 12
that compares the means of both measured and simulated current
ratios, indicating a reasonable degree of similarity between the
actual and simulated results.

Having presented results that appear to (visually) validate the
model against measurements, it is important that additional ob-
jective approaches are used to quantify the agreement between
these results. The next section addresses this.

Fig. 10. Comparing the current ratios obtained from the real and simulated
results at point 5. Solid line is measured, and dashed line is simulated.

Fig. 11. Comparing the current ratios obtained from the real and simulated
results at point 7. Solid line is measured, and dashed line is simulated.

Fig. 12. Comparing the mean current ratios obtained from the real and simu-
lated chambers. Solid line is simulated, and dashed line is measured.

IV. QUANTITATIVE ANALYSIS

It was noted in the Section I that care needs to be exercised
regarding what is being validated and why. Clearly, where the
need is for a field distribution to adequately represent a terres-
trial propagation environment over a given frequency range, a
comparison with a Rayleigh or Rice distribution is required.
On the other hand, if there is a need to assess the performance
of a device under test, for example, looking for poor shielding
effectiveness, then there is a need to compare specific features
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Fig. 13. Visual rating scale (adapted from [17]).

Fig. 14. Visual assessment of the data of Fig. 4.

as functions of frequency. The quantification of these requires
different approaches. Many of the statistical tests were devel-
oped to compare the probability distributions (whether based
on the mean in the case of parametric tests or on the shape of
the probability distributions in the case of nonparametric tests).
This gives us the opportunity to consider using, for example,
the t-test, analysis of variables (ANOVA), or the Kolmogorov–
Smirnov (KS) test. The choice is more limited when it comes
to comparing the “shapes” of the original data, resulting in
the use, primarily, of heuristic approaches such as the feature
selective validation (FSV) method. This section will provide
a brief overview of some of the most appealing techniques
and will apply them to representative data from the previ-
ous sections (the field data of Fig. 4 and the current data of
Fig. 10).

The presentation of data in the paper so far has relied on
visual interpretation for assessment. Most engineers involved in
undertaking models or measurements with systems such as the
reverberation chamber will use that experience in assessing the
quality of the comparisons [17].

In order to provide some baseline for the quantified assess-
ment of the tests, visual assessment of two of the results (Figs. 4
and 10) was provided by ten reverberation chamber experts us-
ing the rating chart [17] of Fig. 13.

The results of these comparisons are given in Figs. 14 and 15.

Fig. 15. Visual assessment of the data of Fig. 10.

Fig. 16. Scatter plot for the stirring ratio data in Fig. 4. All units in decibels.

Even within statistics, visual interpretation of data compar-
isons is regarded as an important part of the analysis [18], and
two tools to assist this visual interpretation are scatter plots and
box plots [18]–[20] that are also useful in helping to interpret
correlation, which is, perhaps the simplest approach to statis-
tical analysis of data. The most common correlation technique
is the Pearson r correlation. However, correlation can break
down if there are many outliers (data points outside what ap-
pears to be the normal range). Such outliers are part-and-parcel
of the electromagnetic systems such as reverberation chambers,
where they arise from occasional very high or very low values.
To ignore them may be a justifiable way to improve the level of
agreement, but equally ignoring the outliers may result in valid
data being rejected. Scatter plots present the values of one data
set against the values from the other. The slope of the resulting
regression line is the Pearson r value.

Figs. 16 and 17 show the scatter plots for the data of Figs. 4
and 10. The correlation coefficient for Fig. 16 is −0.38, and for
Fig. 17, it is 0.401. Each circle represents the measured versus
modeled results at a (paired) frequency point. The stronger the
association between the two data sets, the closer the circles align
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Fig. 17. Scatter plot for the current ratio data in Fig. 10. All units in decibels.

along the leading diagonal, giving a correlation coefficient of
+1 (or on the trailing diagonal for r = −1) These figures show
that the relationship between the two sets of data is very weak,
and in the case of the stirring ratio results, almost nonexistent,
which does not entirely agree with the visual interpretation of
the original data; however, it does show that there is a wide
variation in the point-by-point agreement of the data, which is
visually supported by noting the “grassiness” of the original
data. More information can be garnered from box plots that pro-
vide a summary view of the distribution of the data by displaying
the median value as a line in a box that usually represents the
lower and upper quartiles. Fences are then added to the extremes
of the boxes to show the deciles.

Figs. 18 and 19 show the box plot comparisons. Outliers are
represented by circles or stars (the numbers refer to the data set
point number, which is useful when investigating the data).

These results suggest that there is a greater general agreement
between the pairs of results, but both have a number of outliers
that may have a bearing on the overall results. It is clear from
these results that the median values and the interquartile ranges
are reasonably close, but this is not sufficient to provide enough
information on the probability distributions of the data.

It is not reasonable to assume that the probability distributions
of the data are normal. Papers, such as [3], show that a Rayleigh
or Rice distribution is closer. However, the central limit theorem
[21], which suggests that parametric tests can be applied to
nonnormal distributions provided that the sample size is large,
allows the t-test (which evaluates the difference in means for two
groups) and ANOVA (a generalization of the t-test and is suited
to more complex comparisons than the t-test) to be considered
as options for comparing mean and spread of data [18]–[20].
However, the results for the t-test of both comparisons indicate

Fig. 18. Box plot of the stirring ration data of Fig. 4.

Fig. 19. Box plot of the current ratio data of Fig. 10.

that there is a significant difference in the mean values for the
two groups.

These tests give an indication of the level of overall agreement
between the data sets being compared and suggests that there is
a poor agreement on a point-by-point basis, or when considering
the level of agreement of the mean values. However, the shape
of the probability distributions has not been considered. Non-
parametric tests, so called because they make no assumptions
of distribution normality, but do take the shape of the proba-
bility distributions into account. The most popular techniques
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Fig. 20. GDM confidence histogram for the stirring ratio data of Fig. 4.

in electromagnetics, and particularly, reverberation chamber as-
sessment, are the χ2 test and the KS test [22] ( [22] also provides
a good introduction to these tests, and further information can
be found in [18] and [23]). The χ2 test measures a level of asso-
ciation (causal relationship) between the two results, and when
applied to the data, suggests that there is a significant differ-
ence between the pairs. However, it is inappropriate because it
is clear from the analysis so far that there is a notable difference
between the results, but the χ2 test does not help to provide a
more meaningful interpretation of this difference. The KS test
makes an assessment of whether there is sufficient evidence to
reject the null hypothesis that the two data sets are the same.
The results of applying the KS test to the data of Figs. 4 and 10
suggest that the distributions of the simulated and measured re-
sults are significantly different. Unfortunately, as noted with the
box-plot results, there are many outliers that may have bearing
on the distributions.

The final approach considered in this paper was developed to
provide an algorithmic quantification in the manner that experi-
enced engineers would do by eye. This is the FSV method [24].
The FSV works by decomposing the original data to be com-
pared into the envelope and rapidly changing feature data sets.
Comparison of these provides an amplitude difference measure
(ADM) and a feature difference measure (FDM), which can
be combined into an overall goodness-of-fit: global difference
measure (GDM). Hence, the FSV provides an assessment of the
two data sets to be compared based more on how the graphs
align rather than on the probability of values. A particular fea-
ture that is helpful in order to aid interpretation is the fact that the
output data can be partitioned into a number of natural language
equivalent categories, as in Fig. 13, and a resulting histogram
produces a measure of confidence in a summary value. This
confidence histogram provides a close analogy of the response
of a large group of experts visually inspecting the data [22].
Applying the FSV method to the data in Figs. 4 and 10 re-
sults in the GDM confidence histograms [26], [27] of Figs. 20
and 21.

These figures show that the comparison of the current on the
wire is overall better than the stirring ratio comparison, both

Fig. 21. GDM confidence histogram for the current ratio data of Fig. 10.

of these agreeing well with the visual interpretation of Figs. 14
and 15.

V. DISCUSSION AND CONCLUSION

The purpose of this paper was to assess whether a coarse
implementation of a TLM model of a reverberation cham-
ber provided a sufficiently high level of agreement to merit
“validation.”

Results looking at stirring ratio and also comparing simu-
lated and experimental currents on a wire were presented both
graphically and numerically. The graphical results showed many
similarities between the models and measurements, and the nu-
merical results were accurate to within a few decibels.

In an attempt to quantify the levels of agreement, two repre-
sentative worst case data sets were compared visually by a num-
ber of reverberation chamber knowledgeable engineers. Further,
statistical and heuristic techniques were applied in an attempt
to quantify the results. Statistical tests suggested that there was
insufficient evidence to accept that the pairs of results compared
had a high probability of coming from the same populations.
The FSV method suggested that the level of agreement is not
high, but there is a reasonable level of agreement: an assessment
that agrees quite closely with the visual assessment.

One potential problem with applying statistical tests to this
data is that they are based on some comparison of mean levels
and/or probability distributions and the mean levels and distri-
butions may change along the independent axis. In this case, it
was noted that the stirrer becomes electrically large above ap-
proximately 300 MHz, and hence, it may be assumed that there
could be different responses above and below this level. Fig. 4
shows that this may be the case where, below 300 MHz, there
is a clear difference in the apparent mean values, but above
this, the mean levels appear to be much closer. Similarly, all
the results presented have a very high feature density. While no
quality judgment is made as to whether the “grassiness” is noise
or closely spaced high-Q features, the noncolocation of features
does have a substantial impact on distribution-based statistics.

The question remains: can it be claimed that a TLM model
of a reverberation chamber that is modeled with a coarse mesh,
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a limited iteration count, and undersampled stirrer positioning
provides an acceptable model of the actual system? The lim-
itations of the models being considered can be seen from the
comparison of run times against the theoretical system, where
the fields had been allowed to decay much more than in this
case. The stirrer height tests were completed over a weekend;
however, to run for 600 000 iterations would have taken several
years. The evidence suggests that the comparison is satisfac-
tory, which, considering the coarseness of the model, is in fact,
very favorable. Considering that the stated goal was not to seek
perfection on simulation quality but to “satisfice,” this goal has
been reached.

The techniques used in this research could be useful in sup-
porting additional studies that have emerged from this paper,
such as:

1) addressing the level of impact each of the key assumptions
have on the overall comparisons;

2) quantifying the quality of simulations produced by several
modelling techniques.

Both of these would be valuable contributions to the study of
reverberation chambers.
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